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Digital Risk: how new 
technologies impact 
acceptance and raise new 
challenges for NGOs
Ziad Al Achkar

Security in the digital 
environment
Attacks against NGOs take place in the physical 
realm through bombardment of facilities, 
kidnappings, killings, and other targeted attacks. 
Concurrently, other campaigns occur digitally 
through misinformation, disinformation, digital 
attacks, and hacks that impact the ability of NGOs 
to operate and damage their relationship with local 
communities, particularly in conflict settings (van 
Solinge & Marelli, 2021). 

Physical attacks and digital attacks share the same 
ultimate goal: to upend and disrupt aid operations 
and create distrust between communities and 
NGOs  – especially international organisations or 
those receiving external funding. While physical 
attacks represent a much more forceful action that 
seeks to send clear messages to NGO workers, digital 
attacks operate in more nuanced and subtle ways 
that aim directly at affecting acceptance (for a list of 
cyber and digital risks, see Kalkman, 2018). 

Whereas physical risks can be mitigated or reduced 
by effective security risk management, digital 
risks are much harder to deal with, and restoring 
relationships with stakeholders following digital 
attacks may prove to be challenging and more 
time-consuming. The tricky nature of digital risks 
is that they can emanate from any actors, whether 
local or sitting thousands of miles away; they can 
be hard to assess, and therefore hard to mitigate; 
and they can have large-scale digital and physical 
repercussions that can have an impact on both 
staff and the people with whom NGOs are working. 
An organisation’s entire operation could be under 
surveillance without their knowledge, and their data 
could be used for entirely nefarious reasons. 

Introduction
NGOs are increasingly reliant on digital tools to 
conduct their work. Over the past decade, NGO 
operators have turned to new tools, software, and 
processes to collect data, conduct surveys, manage, 
and oversee projects. NGOs increasingly look 
towards remote management and digital tools to 
conduct assessments, monitor areas of interest, or 
provide cash aid. As a result, today’s NGO actor is 
increasingly digital, with a larger digital footprint.

Every step of the NGO cycle can be traced and 
tracked digitally. In doing so, NGOs open themselves 
up to emerging threats that can hamper their 
operations, target their staff, and crucially disrupt 
their relationships with the communities they are 
working with. These threats include digital hacks to 
disrupt operations, steal sensitive data, and spread 
mis/disinformation. NGO actors must reckon with 
this growing reality and examine how digital risk 
affects their acceptance. Risk emanating digitally 
endangers the relationships between NGOs and local 
communities, belligerent actors, and authorities 
by creating tensions that reduce the ability of 
organisations to build connections and trust with 
various stakeholders. 

NGOs have to identify how these digital threats and 
new risks manifest themselves (Dette, 2018). In this 
article, I show how some of these digital threats 
impact NGO acceptance, contribute to digital 
insecurity, and – critically – what approaches can 
help bolster acceptance and address digital security 
concerns. 
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mistrust between NGO actors and the communities 
where they are operating by spreading rumours; 
misrepresenting statements or reports by NGO 
personnel; fabricating information about the intent 
of these organisations; or labelling them as providing 
intelligence support for a foreign government 
(Gharib, 2017; Hargrave, 2018). As a result, tensions 
and mistrust between communities and NGO 
workers can reduce the ability of organisations to 
operate safely in those environments or develop 
successful programs. 

Disinformation campaigns, in turn, can increase 
the security risks facing NGOs and communities 
and affect NGO acceptance. These campaigns 
and attacks place a target on NGO personnel and 
the communities where they operate. Critically, 
these digital campaigns seek to destabilise 
the relationships that NGOs develop with local 
communities that are pivotal to their ability 
to operate and access certain areas. As such, 
disinformation campaigns affect acceptance by the 
local communities and turn the relationship into 
a more hostile and confrontational one (Pereira, 
2021). In Syria, belligerent actors launched online 
campaigns linking a civil society NGO, known as 
the White Helmets, to terrorist groups. The goal 
was to discredit their work and fuel conspiracy 
theories about Western meddling (Solon, 2017). 
More recently, misinformation about the nature of 
COVID-19 and vaccines has led to attacks against 
health workers globally, creating mistrust about 
the pandemic and questioning the work of health 
organisations, which ultimately creates harm for the 
general population and impedes the work of these 
organisations (Peyton, 2020). 

Risks for misuse of data
Organisations also face attacks against their services 
and digital infrastructure, or misuse of the data 
collected. As organisations collect more data on 
vulnerable communities or store information about 
their programmatic activities online, they become 
targets for actors looking to access this information 
(Parker, 2020). This is particularly important in 
conflict areas where NGOs operate, and where this 
kind of data is actionable intelligence against either 
the communities NGOs are working with or the NGOs 
themselves (The Guardian, 2017). 

The recent report from HRW on UNHCR’s collection 
of biometric data of Rohingya refugees is an 
example of this (Human Rights Watch, 2021). UNHCR 
collected biometric data from Rohingya refugees 

As NGOs increasingly rely on digital technologies 
in their day-to-day operations, it is important to 
reflect on how this transformation can lead to 
what I call ‘digital insecurity’. By digital insecurity, I 
mean protocols, practices, and behaviours that can 
increase the risk towards an organisation, its staff, 
and the communities they work with. This includes 
practices such as poor encryption protocols; lack 
of strong data protection policies and practices; 
poor vetting of third-party actors who provide 
digital infrastructure and tools, and who get access 
to collected data; and inadvertent sharing of GPS 
coordinates of the location of staff and activities. 
(For a comprehensive list of cyber threats see 
Agrafiotis et al., 2018.) Digital risk, however, is never 
constrained to the digital space, and ultimately will 
have a physical risk and security component. For 
example, data leaked on refugees or on potential 
movement of NGO workers in a conflict setting has 
real physical security ramifications. It is increasingly 
difficult to uncouple the two, and understanding how 
digital risks translate into physical risks and harm is 
key. Below I discuss two types of digital risks – mis/
disinformation campaigns and the misuse of data.

Disinformation and misinformation 
campaigns
The terms ‘misinformation’ and ‘disinformation’ are 
often used interchangeably, but they are not the 
same thing. Misinformation is when false or out-of-
context information or facts are shared and reported 
as truth. This occurs when people unintentionally 
share false news or information. On the other hand, 
disinformation is the deliberate fabrication of 
information designed for nefarious purposes. Those 
who engage in disinformation are purposefully doing 
so with a specific goal or agenda in mind (Starbird, 
2020). While the two often go hand-in-hand, it’s 
important to keep in mind the difference and the 
critical role that intentionality plays. 

Due to the ease with which information is 
disseminated, belligerent actors may target NGOs 
in disinformation campaigns (Tiller, Devidal & van 
Solinge, 2021). Social media posts, fake reports, and 
targeted campaigns against workers spread rumours 
and disinformation about the nature of their work, 
their political goals, and about other issues such as 
health (Elliot, 2019; Fidler, 2019; Peyton, 2020).

These disinformation campaigns, which are 
becoming increasingly sophisticated in nature, are 
typically led by groups seeking to discredit the 
work of NGO actors. Often these campaigns create 
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organisations that operate in numerous countries. 
Organisations and security teams need to 
understand and properly assess these risks and their 
ability to impact operations. Oxfam International is 
one of the most recent examples, where staff were 
accused of sexual exploitation in Haiti and DRC. 
As a result, Oxfam International’s reputation has 
been tarnished globally, losing the ability to apply 
for financial support from certain governments, and 
losing thousands of donors, forcing them to cut back 
operations (BBC News, 2021). The speed and ease 
with which digital information is reported and shared 
means that information about poor or unacceptable 
practices committed by NGO actors in one area of 
operation could spread to another community or 
region, or country. 

A need for a sector-wide 
approach
Three strategies in particular would help to address 
digital risks and, at the same time, increase 
acceptance.

Building internal capacity and 
synergies across teams 
Digital security involves bolstering the technical 
capacity of NGOs and their staff as they increasingly 
operate and rely on digital tools for their day-to-day 
activities (Marelli, 2020). Donors need to recognise 
that digital security requires in-house technical 
expertise that small and medium scale organisations 
may not have the budget for (Stewart, 2021). Building 
in-house expertise would help train staff to avoid 
some of the most common practices of poor digital 
behaviours and build capacity to spot weaknesses 
and vulnerabilities in programmatic planning. 

IT and security teams need to determine what is 
feasible or doable within the capacity available to 
their NGOs and plan accordingly. In some cases, 
that may mean scaling back the implementation 
of certain digital solutions to a level that is safely 
manageable by the organisation. NGOs should 
operate under the mantra ‘If I can’t protect it, I 
shouldn’t collect it’ as a basis of their digital and 
data collection operations. Such an approach 
could involve testing any tools or software before 
deployment (Gazi, 2020), or conducting an audit 
of messaging tools and apps that are used to 
communicate in the field to understand what kind 
of metadata is generated and who, beyond the 

in Bangladesh, informing the refugees that this was 
necessary and a required prerequisite for getting 
aid. UNHCR shared the biometric data with the host 
government of Bangladesh, who then shared the 
data with the government of Myanmar – the same 
government that refugees were fleeing from. This put 
the lives of the refugees and their families who might 
still be in the country in grave danger (Rahman, 2017, 
2021; Hodal, 2021).

UNHCR, and legal practitioners I’ve spoken with, note 
that it is very likely that UNHCR followed protocol 
and did everything by the book. As a UN agency, 
their legal mandate with host governments would 
have likely required them to share the information. 
This particular incident raises important questions 
as to whether informed consent processes are 
the appropriate mechanism to ensure safety and 
the trust of the beneficiary communities. What is 
evident here is that even if UNHCR did everything 
legally, they have fundamentally broken the trust of 
the population they are working with, damaged their 
acceptance, and provided a belligerent government 
with sensitive information and actionable 
intelligence on people they have actively persecuted. 
NGOs, therefore, have to be careful about what kind 
of data they collect, how they store and secure it, 
and who gets access to it (Saldinger, 2021). 

Individuals and communities are paying increasing 
attention to the practices of organisations, including 
how they handle any data they have entrusted 
to them. This is especially true as digital literacy 
improves around the world. Failure to handle 
data responsibly has repercussions both for 
organisations’ reputations and their acceptance. 
The case of UNHCR and Rohingya biometric data 
collection reflects this. Refugees entrusted UNHCR 
to safeguard their sensitive information and were 
led to believe that the informed consent forms 
they signed precluded sharing the data with the 
government that was targeting them. This situation 
has long-term implications as the refugees are likely 
to require the assistance of UNHCR for months, if 
not years to come, and it raises concerns as to what 
the relationship between the two parties will look 
like moving forward. Therefore, organisations and 
security officers must demonstrate that they are 
placing the safety and privacy of individuals, both 
employees and affected communities, at the centre 
of their work.

For both of these risks, it’s important to remember 
that NGO reputations transcend borders and 
territories. This is especially true for multinational 
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multipronged approach, since there is no technical 
silver bullet to this issue. Instead, it is important 
to view this issue through a socio-political lens, 
as what allows mis/disinformation to spread are 
people and communities. As a result, the emphasis 
on building trust, and building a strong rapport with 
communities that is driven by honesty, transparency, 
and meaningful engagement is key. Local 
communities should be consulted and involved 
in data collection, analysis, and implementation 
of projects and organisation activity through 
meaningful feedback mechanisms. For example, 
asking communities to help design programs and 
data collection practices will be positively reflected 
on the ground in increased access. Engaging with 
local communities throughout the process can 
contribute to building acceptance and fostering a 
better security risk management environment. 

Building a community of practice
The NGO sector is made up of tens of thousands of 
organisations and lacks a centralised or hierarchical 
mechanism to coordinate efforts. However, one 
of the ways that NGOs can be better prepared 
to deal with new and emerging challenges is by 
developing communities of practice and networks 
of experts. These communities can work to develop 
minimum acceptable standards and protocols 
that could be scaled up across a large number of 
organisations. They could focus on specific issues 
and areas as they relate to acceptance, such as 
mis/disinformation, network and communication 
security, data protection, or other digital risks. The 
challenge is to be prepared to respond to these 
evolving risks, and a single organisation cannot deal 
with what is fundamentally a sector-wide issue. 

Some of this work is already underway. Some 
organisations have undertaken efforts to 
understand how new digital risks – notably mis/
disinformation – affect their work and impact on 
acceptance (See ICRC and DigitHarium, IMC risk 
assessment guidelines for more information). For 
example, ICRC’s latest report on Misinformation, 
Disinformation, and Hate Speech (MDH) articulates 
some steps organisations can take to tackle MDH, 
such as information ecosystem assessments that 
can identify who and what levers can be used to 
help combat MDH. The ICRC report recommends 
looking at incorporating MDH awareness into 
protection work, identifying case studies that 
exemplify best practice, and – importantly – building 
collaborations across organisations (ICRC, 2021).

two parties involved, may have access to it (see, 
for example, Van der Merwe, 2020; ICRC, 2018). 
NGOs should be conducting digital audits to assess 
weaknesses, risks, and vulnerabilities across their 
digital infrastructure to mitigate any potential for 
harm that may come out of their work (Sandvik, 
Jacobsen & McDonald, 2017).

Showcasing that you take digital security seriously 
by ensuring that your staff have at least a 
baseline technical capacity is a key part of gaining 
acceptance and trust from communities you are 
working with. Communities need to know that if you 
are asking them to share sensitive data you have 
the ability to secure it and protect their privacy. 
Organisations should be able to answer questions 
about what they intend to do with the data, how they 
will manage the risks, and their plans for disposing 
of the data afterwards. Showing that you take 
protecting data seriously and have considered the 
potential harms and risks that can emanate from it 
goes a long way to building trust and acceptance. 
This doesn’t mean that every person on your staff 
has to be an expert, but they need to be well versed, 
at a minimum, with what the digital risks and harms 
are. 

Transparency
Today’s digital world requires transparency 
about practices and sharing of lessons learned. 
Communities and local actors demand transparency 
and respect organisations that have proven to be 
open and good custodians of their data and to care 
about the digital risks and harms that can emanate 
from those activities. It is imperative for NGOs to 
view clear and continuous communication with local 
communities as a key component of combatting 
mis/disinformation and improving their digital risk 
environment. 

One of the gaps in the digital security and NGO field 
at this moment is the lack of clear examples of how 
insecurity or a breach in digital security leads to 
physical or psychological harm on NGO workers or 
beneficiary communities. This stems from a general 
reluctance to share information about failures and 
perhaps a lack of trust among NGOs, often driven by 
competition for the same pool of funding (Schneiker, 
2020).

NGOs working with communities should see trust 
and acceptance as two indispensable pillars for 
their ability to operate (Stoddard, Haver & Czwarno, 
2016). Combatting mis/disinformation requires a 
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Security managers, in coordination with their IT 
staff, will have to contribute to the development 
of new knowledge related to digital security risk, 
disseminate it throughout their organisations, 
and build networks. The NGO community, and 
particularly donors, need to emphasise and back 
these community-wide efforts to build capacity and 
expertise throughout the sector.
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